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Abstract
Deep networks, composed of multiple layers of hierarchical distributed rep-
resentations, tend to learn low-level features in initial layers and transition to
high-level features towards final layers. Paradigms such as transfer learning,
multi-task learning, and continual learning leverage this notion of generic
hierarchical distributed representations to share knowledge across datasets
and tasks. Herein, we study the layer-wise transferability of representations
in deep networks across a few datasets and tasks and note some interesting
empirical observations.

1. Introduction
Deep networks, composed of multiple layers of hierarchical distributed rep-
resentations, tend to learn low-level features in initial layers and transition to
high-level features towards final layers.

Similar low-level features commonly appear across various datasets and tasks,
while high-level features are somewhat more attuned to the dataset or task at
hand, which makes low-level features more generic and easier to transfer from
one dataset or task to another [Yosinski et al., 2014].

Paradigms such as transfer learning, multi-task learning, and continual learn-
ing leverage this notion of generic hierarchical distributed representations to
share knowledge across datasets and tasks [Fayek et al., 2016].

2. Gradual Transfer Learning
Gradual transfer learning is a methodology for quantifying the layer-wise trans-
ferability of representations between two datasets or tasks as follows.

Two primary neural network
models of L layers are
trained independently, one
for each dataset or task.
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The learned parameters in all layers of the trained model, except the output
layer, are copied to a new model for the (other) secondary dataset or task.
The first lc ∈ {0, . . . , LH} layers are held constant and the remaining layers are
fine-tuned for the secondary dataset or task, where LH = L− 1.

When lc = 0, the primary
model is an initialization to
the secondary model.
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The process is repeated it-
eratively for 1 ≤ lc < LH.
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When lc = LH, the primary
model is a feature extractor
to the secondary model.
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If the constant transferred layers lc are relevant to the secondary dataset or
task, one can expect an insignificant or no drop in performance relative to the
primary model trained independently, and vice versa.

3. Experiments
The CIFAR-10, CIFAR-100, and SVHN datasets are used to study how task
relatedness can influence the layer-wise transferability.
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Gradual Transfer Learning from CIFAR-100 to CIFAR-10.
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Gradual Transfer Learning from CIFAR-10 to CIFAR-100.
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Gradual Transfer Learning from SVHN to CIFAR-10.
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Gradual Transfer Learning from CIFAR-10 to SVHN.

SVHN Primary Val

SVHN Val

SVHN Primary Test

SVHN Test

0 Block 1
Blocks 2 & 3

Blocks 4 & 5
Blocks 6 & 7

40

60

80

100

A
cc

ur
ac

y
(%

)

Gradual Transfer Learning from SVHN to CIFAR-100.

CIFAR-100 Primary Val

CIFAR-100 Val

CIFAR-100 Primary Test

CIFAR-100 Test

0 Block 1
Blocks 2 & 3

Blocks 4 & 5
Blocks 6 & 7

No. of Constant Layers (lc)

40

50

60

70

80

90

100

A
cc

ur
ac

y
(%

)

Gradual Transfer Learning from CIFAR-100 to SVHN.
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Figure 1: Classification accuracy of gradual transfer learning between the
CIFAR-10, CIFAR-100, and SVHN datasets using DenseNets.

The ASR (TIMIT) task and the SER (IEMOCAP) task are used to study the
influence of the neural network architecture on the layer-wise transferability.
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Gradual Transfer Learning from SER to ASR using Model A.
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Gradual Transfer Learning from ASR to SER using Model A.
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Gradual Transfer Learning from SER to ASR using Model B.
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Gradual Transfer Learning from ASR to SER using Model B.
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Figure 2: Phone Error Rate (PER) and Unweighted Error (UE) of gradual
transfer learning between the ASR (TIMIT) and SER (IEMOCAP) tasks. The
architecture of Model A is similar to AlexNet. The architecture of Model B is
similar to VGGNet.

4. Discussion
The following observations highlight the importance of curriculum methods and
structured approaches to designing systems for multiple tasks in paradigms
that incorporate learning multiple tasks to maximize the knowledge transfer
and minimize the interference between datasets or tasks.

• The layer-wise transferability between two datasets or tasks can be non-
symmetric.

• The nature and relationship of the datasets or tasks involved are more
influential on the layer-wise transferability of representations compared with
other factors such as the architecture of the neural network.

• The layer-wise transferability of representations can be used as a proxy for
quantifying task relatedness.
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